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Abstract—Recent literature suggests the potentiality of patient
narratives to evaluate the quality of healthcare services, but little
research has investigated the “actionability” of such narratives in
driving or reshaping the practices. Moreover, the colloquial and
implicit nature of natural language expressions poses challenges
to automatic actionable item identification (AII) from large-scale
patient narratives. In this paper, we propose a Content Sense
and Inference BiLSTM (CSI-BiLSTM) model to address the
challenges, and the model includes the element-aware network
(EAN) and the aspect indicator network (AIN). The EAN is
designed to sense and capture the mentioned degree of the key
elements of input sentences to generate effective element-aware
sentence representations. The AIN is endowed with reasoning
ability for implicit expressions by inferring whether given opinion
words are aspect indicators, to further enhance the accuracy and
robustness of the model. To the best of our knowledge, this is
the first study to automatically identify actionable items from
patients’ online narratives. Experiment results on two real-world
datasets demonstrate the performance of the proposed model
outperforms the competitive baselines and extensive analysis
reveals the effectiveness of our model in identifying actionable
items.

Index Terms—actionable information, patient reviews, health-
care service improvement, health informatics, natural language
processing

I. INTRODUCTION

Nowadays the Internet (e.g., user review websites, physician
rating platforms, online health communities) allows patients to
write narrative comments about treatment feelings, experiences
and views toward their received healthcare services. These
narratives contain rich information that not only serves as a
reference for other patients to make reasonable choices, but
also assists service providers in assessing and enhancing their
quality of care. Recognizing the potentiality of this type of
patient narratives, researchers from health informatics as well
as natural language processing (NLP) domains have put much
efforts in analyzing and mining such text data (e.g., [1], [2]).

Despite all this, existing studies have not yet addressed the
critical issues regarding how to efficaciously incorporate pa-
tients’ narratives into practices in a meaningful manner. First,
previous research on patient narrative analysis was mainly
limited to topic mining [1], [3], and has rarely investigated the
“actionability” of such narratives. Second, patients’ negative
narratives were considered more influential by previous studies
[4], [5], while the value of positive narratives was often
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neglected. Actually, positive narratives serve as valuable means
that not only inform particular practitioners to maintain good
practices, but also encourage other practitioners to improve
practices [6]. Third, the unstructured and implicit nature of
natural language expressions makes it challenging to automat-
ically identify actionable items, which means that even current
competitive standard deep learning models are no longer so
effective. By observing the language expressions of patient
narratives, we found that some specific aspects of healthcare
services are often not explicitly mentioned but are implied [8].
The vagueness and implicitness feature discussed above makes
it more difficult to identify actionable items. It motivates us
to realize that, a reasonable and robust model for actionable
item identification task should possess the reasoning ability
for implicit expressions.

To address the aforementioned challenges, this paper aims to
automatically identify actionable items from large-scale patient
narratives. In the current study, an actionable item is the nar-
rative sentence within which all the key elements of 〈R,A, P 〉
(i.e., roles, aspects and sentiment polarity) are mentioned ex-
plicitly or implicitly. We formulate the actionable item iden-
tification (AII) task as a sentence-level classification problem,
which aims at identifying those sentences that are recognized
as actionable items. On this basis, we propose a Content
Sense and Inference BiLSTM (CSI-BiLSTM) model for the
AII task. The model consists of two modules: the element-
aware network (EAN) and the aspect indicator network (AIN).
The EAN is designed to sense and capture the mentioned
degree of the key elements of the input sentences and generate
element-aware representations. The AIN is endowed with
reasoning ability for implicit expressions by inferring whether
given opinion words are aspect indicators, to enhance the
accuracy and robustness of the model. Experiments conducted
on two datasets demonstrate the performance superiority of
the proposed model compared to competitive baselines.

This paper can enrich the literature in health informatics and
NLP domains, and the main contributions are summarized as
follows:

• To the best of our knowledge, this is the first study to au-
tomatically identify actionable items from patients’ online
narratives. Actionable items identified by our proposed
approach can inform relevant healthcare-service practi-
tioners to modify, restrain or reinforce specific actions in
their subsequent practices.

• We propose a CSI-BiLSTM model for the AII task, which
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holds the capacity to sense key elements in sentences and
identify hidden aspects of healthcare services.

• We evaluate our model on two real-world datasets and
experiment results demonstrate that the proposed model
outperforms current competitive baselines.

II. RELATED WORK

This research is mainly inspired by two lines of studies:
actionable information identification and representation learn-
ing. Previous research has not given a careful definition for
actionable information, and thus existing methods are not
generalized enough [9]–[11]. In the field of health informatics,
Grob et al. [6] claimed that researchers ought to identify
a pathway to comprehend patient narratives and incorporate
these narratives into clinical practices. In their paper, action-
ability of patient narratives depends to some extent on whether
key roles have been mentioned, the information sufficiency
of negative narratives, the specificity of positive reviews as
well as the universality of the practices illustrated by patients.
They further developed a coding template and conducted AII
manually. However, this manual method would be impractical
when processing large-scale data. Given the above, we argue
that a generalized and automatic method for the actionable
information identification, especially for patient narratives, is
worthy of further exploration.

Representation learning has attracted much attention and
achieved great success in NLP [12]. Previous research demon-
strates the value of word-level representation and sentence-
level representation in enhancing the predictive performance of
deep learning models. For word-level representation, semantic
and syntactic joint embeddings in a low-dimensional space
have been proved to enhance the ability of medical text
processing [13] and fine-grained sentiment analysis [14], as it
facilitates the capture of features about the linear context and
hierarchical context information simultaneously. For sentence-
level representation learning, it is usually necessary to as-
sociate sentence representations with specific tasks [8], [15],
[16].

III. METHODS

A. Problem Statement

The objective of the AII task is to extract sentences deemed
as actionable items from patient narratives. Based on the
analysis of patient narratives and inspired by Grob et al. [6], an
actionable item is the narrative sentence within which the key
elements 〈R,A, P 〉 are all mentioned explicitly or implicitly.
Specifically, R represents the role in charge, A means the
aspect of the healthcare service and P is the sentiment polarity
toward the given aspect. Naturally, a narrative sentence is
actionable, if it contains all of the key elements 〈R,A, P 〉.
In contrast, sentences with key elements missing are non-
actionable. An example of key elements is shown in Fig. 1.
Specifically, sentiment polarity is often reflected by opinion
words (i.e., those terms of a sentence used to express attitudes
or opinions explicitly) in sentences [7]. Moreover, we call one
type of opinion words, which are clues to infer the implicit

aspects, as aspect indicators. An aspect indicator would be the
equivalent of an aspect in determining the actionability of the
narratives.

I deeply appreciate Dr. Mac for his explanation which is very detailed .

R A Ppositive

Fig. 1: An Example of the key elements.

B. The Proposed Model

In this study, we formulate the AII task as a sentence-
level classification problem. For a given sentence S =
{w1, w2, ..., wn} with n words, the output is the final predict
value y, where y ∈ {0, 1} (actionable: 1, non-actionable: 0).
We propose a model called Content Sense and Inference
BiLSTM (CSI-BiLSTM) for AII, which is summarized in
Fig. 2. We will describe module in detail below.
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softmax
y
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Pooling Pooling
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Fig. 2: Overview of the proposed model.

(i) Element-aware network (EAN)
The EAN is designed to sense and capture mentioned

degree of the key elements of the input sentences and gener-
ate effective element-ware sentence representations. To better
represent the key elements, we consider semantic (meaning)
features and structure (syntactic information) features. For
semantic features, word embeddings are efficient representa-
tions for word meanings. For structure features, two types
of syntactic knowledge are leveraged: part-of-speech (POS)
tags and dependency relations. POS knowledge is important
for representing key elements because the part of speech of
key elements is often traceable; for example, nouns are often
considered as potential aspect words [17]. Moreover, the key
elements often present a specific association with each other,
such as “opinion words-amod-aspect words”, which has been
recognized as a common syntactic pattern [18]. Therefore, it
is also necessary to include dependency relation knowledge as
the input.

First, for each word wi in the considered sentence, we
generate its word representation xi ∈ R

dim and the given
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sentence is denoted as X = {x1, x2, ..., xn}. In the present
study, we adopted bi-directional long short-term memory
(BiLSTM) networks [19] to learn sentence representations.
Correspondingly, each word’s hidden state hi (hi ∈ R

2dim)
is:

hi = [
−−−−→
LSTM(hi−1, xi);

←−−−−
LSTM(hi+1, xi)] (1)

POS tag embedding is a mapping from the POS tag category
to a real value vector. The POS tag embedding vector for
the given sentence is initialized as P = {p1, p2, ..., pn}, where
pi ∈ R

dim.
We then obtain the triples from the dependency tree of a sen-

tence, which describes the syntactic structure of the sentence.
The dependency relation embedding vector is denoted as:
R={r1, r2, ..., rn}, where ri ∈ R

dim. Based on the modeling
of the sequential context and syntactic structure, the initial
sentence-representation is obtained. The new hidden state of
each word is expressed as:

he
i = tan(Wahi +Wb[pi; ri] + be) (2)

where Wa and Wb are weight matrices, and be is bias.
Following this, we propose the element attention and argue

that it can guide the model to focus on the element text. In the
element attention, we first set the average of the hidden state
of the given sentence epool as the query vector in Eq. (3):

epool =
n∑

i=1

he
i/n (3)

Then the score function si for each word is calculated based
on the word’s hidden state he

i and epool. After that, we obtain
the attention weight ai for each word based on the attention
score function si:

sti = tanh(he
iWte

T
pool + bt) (4)

αi = exp(si)/
n∑

i=1

exp(si) (5)

where Wt, bt are weight matric and bias, and tanh is a
non-linear function.

Finally, the new weighted representation for wi is generated
as follows:

ĥe
i =

n∑

i=1

αih
e
i (6)

Hence, the element-ware hidden states for the sentence are
Ĥe= {ĥe

1, ĥ
e
2, ..., ĥ

e
n}. For the considered sentence, we obtain

the final element-ware sentence representation ve ∈ R
2dim by

averaging the hidden state of each word:

ve = mean pool(ĥe
1, ĥ

e
2, ..., ĥ

e
n) (7)

(ii) Aspect indicator network (AIN)
Aspect, as one of the key elements with considerable power

to distinguish actionability of sentences, include explicit as-
pects and implicit aspects. We design the AIN which processes
the reasoning ability for implicit expressions, and the network

needs to predict whether an opinion word appearing in the
given sentence is an aspect indicator.

We first uniformly extract opinion words from all the input
sentences, e.g., extracting “friendly” from “The nurse is very
friendly”. Opinion word embeddings Xo = {xo

1, x
o
2, ..., x

o
m},

where xo
j ∈ R

dim, are then generated. Following this, BiLSTM
is employed to learn meaningful opinion representations, and
the corresponding hidden states for opinion words are Ho =
{ho

1, h
o
2, ..., h

o
m}, where ho

j ∈ R
2dim.

Then, we calculate the relation strength between opinion
words and potential aspect words. The calculation is based
on the hidden state of the opinion word ho

j and element-
ware hidden state ĥe

i for each word in the given sentence.
Accordingly, the hidden state of relation strength is obtained:

h̃o
i,j = RELU(WE ĥ

e
i +WOh

o
j) (8)

where ReLU is the activation function, WE ∈ R
2dim

and WO ∈ R
2dim are parameters for element-aware word

representations and opinion representations respectively. Here
the ĥe

i acts as a “filter” for AIN to detect aspect-related features
in the given sentence.

After that, the opinion words are checked to see if they are
aspect indicators. To distill the aspect indicator information,
we calculate the association score wo

i,j between ĥe
i and each

h̃o
i,j by non-linear functions. The aspect indicator’s hidden

state is obtained through weighted sum of relation-strength
hidden states, which is denoted as ĥo

j .

wo
i,j = Softmax(tanh(ĥe

iWb,j h̃
o
i,j + bj)) (9)

ĥo
i =

n,m∑

i=1,j=1

wo
i,j h̃

o
i,j (10)

Next, the aspect indicator can be represented by vo, where
vo ∈ R

2dim. Here vo is the mean value of the hidden state of
each word, expressed as follows:

vo = mean pool(ĥo
1, ĥ

o
2, ..., ĥ

o
m) (11)

C. Model Training

Finally, the actionable sentence representation is the con-
catenation of ve and vo and it is fed into the fully-connected
layer for AII:

P (y) = Softmax(W [ve; vo] + by) (12)

Where W and by are parameters of fully-connected layer.
The gradient descent method was selected to train the proposed
model. The cross-entropy as a loss function is defined as
follows:

L = −
∑

x,y∈D

∑

c∈C

P (ygc )log(P (yc)) (13)

where P (y) is the predicted actionable-item distribution and
P (ygc ) is the gold actionable-item distribution.
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IV. EXPERIMENTS
A. Dataset

The data was collected from two websites: (i) the widely
used review sites Yelp1 that offers reviews for a variety of
services, one of which is the healthcare service, and (ii) the
specialized physician-rating websites RateMDs2. Data was
pre-processed by removing invalid characters and words were
uniformly converted to lowercase. We then used Stanford
CoreNLP3 to parse the POS for each word and the dependen-
cies between words. Considering that there are no available
gold standard annotations for opinion words, we therefore
extracted opinion words by utilizing MPQA3 [20] so as to
check the existence of aspect indicators in given sentences.
Finally, a total of 15,876 review sentences were obtained
by random sampling for expert annotations to validate the
proposed model. The dataset was divided into training data
and testing data through performing a stratified sampling split
of 0.7 and 0.3. The characteristic statistics of the datasets are
presented in Table I.

TABLE I: The characteristic statistics of the datasets.

DateSets Training Testing Total
Actionable Non-

actionable Actionable Non-
actionable

Yelp 1441 4146 667 1728 7982
RateMDs 1822 3704 727 1641 7894

Three researchers in the fields of NLP and health infor-
matics were invited to label the data. To build the classifier
and examine the effectiveness of our method on the AII task,
sentences were labeled as either “actionable” (1) or “non-
actionable” (0).

B. Experiment Settings
To facilitate a better semantic representation for texts, we

adopted GloVe [21] to initialize the word embeddings, and set
the word embedding size as 300 in line with previous research
[22]. For those words that were out of the vocabulary of GloVe,
we randomly initialize their embeddings by sampling from the
uniform distribution U(−0.25, 0.25). In our experiment, all
biases were initialized to zeros, and all the weight matrices
were initialized from the uniform distribution U(−0.2, 0.2).

We employed Adam [23] to optimize the parameters of our
model for 20 epochs, with the value of momentum set to 0.9.
In this study, the dropout strategy [24] was adopted to alleviate
the overfitting issue with the dropout rate set to 0.5. This
strategy reduces the interaction between hidden nodes, and
makes the model more generalized by not relying too much
on some local features. Among other settings, the dimension of
word hidden states, POS hidden states and dependency relation
hidden states were set to 100 and the context window size to
3. Values of these parameters were chosen via 5-fold cross-
validation.

1http//www.yelp.com
2http//www.ratemds.com
3https://nlp.stanford.edu/software/lex-parser.shtml

V. RESULTS AND ANALYSIS

A. Result Comparison

Given that little research has examined, we selected those
popular and competitive standard deep learning models suit-
able for NLP tasks as baselines, which are shown below:

Elman-RNN: It is a popularized simple recurrent neural
network which is capable of processing language sequences.

LSTM: Long short-term memory (LSTM) networks is
recognized as the popular model for NLP tasks, and can solve
gradient vanishing issues.

BiLSTM: We implemented BiLSTM networks combined
with word embeddings as a robust baseline. BiLSTM allows
the model to better capture bi-directional contexts of sentences.

Besides this, ablation experiments were also carried out to
investigate the contribution of each module in our model. The
following are models applied for the ablation study in our
experiments:

Basic-P-D : BiLSTM with pre-trained word embeddings is
set as the basic model to learn the sentence representation.
POS embeddings are employed in Basic-P-D to learn the
tailor-made representation and dependency embeddings are
utilized to obtain the syntactic associations between words.

Basic-P-D-A : Basic-P-D-A employs the proposed element
attention mechanism which prompts the model to assign high
weights to key-elements text when distinguishing actionable
items.

OURS : This is the proposed full model and it is used to
show the contribution of the aspect indicator module compared
to Basic-P-D-A.

Table II presents the performance of the models discussed
above, and the best results are in bold. In this experiment, the
Precision (Pre), Recall (R) and F1-score (F1) metrics were
used to evaluate the performance of the models.

B. Discussion

We derive several findings from the experiment results as
detailed below. (i) Our full model achieves the best results,
and it outperforms the best baseline model by 5.97% and
3.96% on the F1 measure. (ii) By observing the ablation
experiment results, we found that, they further present the
advantages of each proposed module in our model. (iii) We
observe that the overall experiment results on Yelp are not as
satisfactory as that on RateMDs occurring in all of the models.
The possible reason behind this is that, the sentence structure

TABLE II: Performance comparison of the models.

Models Yelp RateMDs
Pre R F1 Pre R F1

Elman-RNN 74.60 55.47 63.63 83.41 74.69 78.81
LSTM 74.70 56.67 64.45 84.24 74.29 78.95
BiLSTM 77.87 56.92 65.77 86.01 74.58 79.89
Basic- P-D 78.29 58.57 67.01 86.78 74.60 80.23
Basic-P-D-A 82.21 60.19 69.50 88.21 76.92 82.18
OURS 82.97 63.19 71.74 90.13 78.39 83.85
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of Yelp reviews is usually more obscure and informal than
RateMDs reviews.

C. Element Attention Visualization

We randomly chose two instances from the test data and
visualized the attention weights in Fig. 3 to examine whether
the proposed element attention mechanism is consistent with
intuitive understanding. Note that in Fig. 3, the deeper the
color, the higher the assigned weight to the corresponding
word. A high weight means more relevance to the prototypes
of key elements that helps distinguish sentence categories.

I was very pleased with his comprehensive care .

He seems to really care his patients and has a nice bedside manner .

Fig. 3: Visualization of element attention.

We observed that: (i) for the first sentence, higher weights
are assigned to “his”, “care” and “comprehensive”; (ii) “He”,
“care”, “bedside manner” and “nice” are given a relative high
level of attention in the second sentence. Obviously, in general,
the attention weights assigned by our model to text related
to key elements agreed well with human expectation. Above
analysis further demonstrates that our model is sensitive to the
key elements that help identify actionable items.

VI. CONCLUSION AND FUTURE WORK

Actionable items in patient narratives hold great potential
to enable healthcare services to be delivered in a way that
better meets the needs of patients. However, although AII is
of crucial practical and theoretical implications, as yet little has
been done to this issue. To this end, this paper gives formal
definition for actionable items and proposes a CSI-BiLSTM
model for the AII task. To verify the proposed model, a series
of experiments were carried out on two datasets from Yelp and
RateMDs. Experiment results demonstrate the performance
of the proposed model outperforms the competitive baselines
and further analysis reveals the effectiveness of our model in
identifying actionable items. It is worthwhile for future work
to expand the proposed method to enhance the performance
of downstream applications such as recommendation systems
and reputation management systems.
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